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MAKE ROOM Al/ML WE COVER THE Al FOUNDATION FOR

FOR Al WORKFLOW SPECTRUM TRAINING FINE TUNING INFERENCE DATA CENTER Al

ARTIFICIAL INTELLIGENCE IS EVERYWHERE

WE POWER Al ACROSS AUTOMOTIVE

INDUSTRI ES Recognize signage, pedestrians, and other vehicles to be avoided. Natural-language processing can help

recognize spoken commands from the driver.
If you need to make sense of large amounts of data, Al g P

applications powered by AMD EPYC™ processors and
AMD Instinct™ accelerators position you for success:

e COMPUTER VISION: Analyze defects on silicon wafers
or locate tumors in computed tomography scans.

e NATURAL LANGUAGE MODELS: Understand customer
needs and makes appropriate responses using
generative Al.

* RECOMMENDATION ENGINES: Propose options or find
alternatives to help customers.
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MAKE ROOM FOR Al BY MODERNIZING YOUR DATA CENTER
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Reference used on this page: Taking a Pragmatic Approach for Al-Ready Infrastructure, 9xx5TCO-001B.
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YOUR Al WORKFLOW IS NEVER DONE

Al IS AN ITERATIVE PROCESS

* THERE IS NO END TO THE Al WORKFLOW. In the
continuous Al workflow, model training demands the
most processing power, even after data preparation.
Fine-tuning further refines trained models for
deployment. This cycle continues as accuracy
requirements and data evolve.

¢ ALL Al MODELS NEED TO BE REFRESHED OVER TIME.
Data characteristics and the concepts they describe
drift over time, even across seasons. Richer sources
of data can arise, and business data changes, so
retraining gets the model back on track.
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Al'lS MAKE ROOM Al/ML WE COVER THE Al FOUNDATION FOR

FINE TUNING INFERENCE

EVERYWHERE FOR Al WORKFLOW SPECTRUM TRAINING DATA CENTER Al

AMD POWERS THE FULL RANGE OF DATA CENTER WORKLOADS

Traditional IT workloads Mix of Al and traditional Al at scale and dedicated
Maximize performance and workloads p infrastructure
efficiency Machine learning 1 AMDDU |
Recommendation systems RS, Large model sizes
Small model sizes
GENERAL PURPOSE Al INFERENCE Al TRAINING
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Al'lS MAKE ROOM Al/ML WE COVER THE Al EINE TUNING INFERENCE FOUNDATION FOR

EVERYWHERE FOR Al WORKFLOW SPECTRUM TRAINING DATA CENTER Al

WE HAVE WHAT IT TAKES FOR Al TRAINING

DEDICATED SERVERS HIGH-PERFORMANCE PROCESSORS GPUS WITH OUTSTANDING PERFORMANCE

Al training is the most processing-intensive part of the Al host nodes powered by CPUs with high single-threaded GPU accelerators such as the AMD Instinct MI300 Series can
Al workflow, and many organizations deploy specialized performance, large memory capacity, high memory deliver superior performance on a broad set of data types
servers—such as those offered by our OEM and solution bandwidth, and robust security features all help the flow of needed for Al software, including FP16, BF16, FP8, and INT8
partners—to accelerate model training data and keep it from prying eyes. used in both high-precision training and inference."#-2%
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AMD INSTINCT MI325X PLATFORM
8 GPUS ON AN AMD UNIVERSAL BASEBOARD
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Al'lS MAKE ROOM Al/ML WE COVER THE Al EINE TUNING FOUNDATION FOR
EVERYWHERE FOR Al WORKFLOW SPECTRUM TRAINING DATA CENTER Al

YOU HAVE A RANGE OF CHOICES FOR Al INFERENCE

GPUS FOR LARGER MODELS AND FASTER INFERENCE

MATCH RESOURCES TO WORKLOADS CPU-BASED INFERENCE

Al Inference varies immensely in its processing Once your model has been trained using high-precision Generative Al and large-language models require an
requirements. We offer a wide range of capabilities from variables, they can often be reduced to lower-precision immense amount of processing for inference, making AMD
Al-optimized AMD EPYC processors to a range of PCle, OAM,  values so that a single model can fit within main memory Instinct™ accelerators the resource you need. For workloads

and UBB-format GPUs and be processed economically with AMD EPYC CPUs. that just need a boost, you can often equip a standard server
with PCle- or OAM-format GPUs. to get the job done.

AMD EPYC 9005 SERIES PROCESSORS
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WE OFFER SOLUTIONS FOR EVERY STAGE OF YOUR Al JOURNEY

WHY CHOOSE
AMD AS THE

FOUNDATION
FOR YOUR Al/ML
WORKFLOW?
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© 2024 Advanced Micro Devices, Inc. All rights reserved. All rights reserved. AMD, the AMD Arrow logo, AMD Instinct, EPYC, Infinity Fabric, and combinations thereof are trademarks of Advanced Micro Devices, Inc. in the United States and/or other
jurisdictions. Intel and Xeon are trademarks of Intel Corporation or its subsidiaries. SPEC® and SPECrate® are registered trademarks for Standard Performance Evaluation Corporation. Learn more at spec.org. PCle is a registered trademark of PCI-SIG
Corporation. VMware, VMmark, and VMware vSphere are either trademarks or registered trademarks of VMware in the US or other countries. Other names are for informational purposes only and may be trademarks of their respective owners. Certain
AMD technologies may require third-party enablement or activation. Supported features may vary by operating system. Please confirm with the system manufacturer for specific features. No technology or product can be completely secure
LE-80902-0012/24
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